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a b s t r a c t 

Understanding the impact of microstructure on the thermo-mechanical behavior of oxide nuclear fuels 

is vital to predicting their performance through multiscale models. Evaluating the mechanical properties 

at the sub-grain length scale is key to developing these multiscale models. In this work, 3D finite ele- 

ment (FE) models were constructed to simulate the micrometer-scale bending of micro-cantilever beams 

fabricated using porous polycrystalline uranium dioxide (UO 2 ) and tested at room temperature. The re- 

sults showed that the porosity and elastic anisotropy of individual grains can play a significant role in 

determining the effective mechanical properties of the material deduced from the tests. Specifically, the 

porosity had a non-negligible effect, given that the pore size was of the same order of magnitude as 

the dimensions of the micro-beams. Correlations between load-deflection data, pore location, and elastic 

properties (effective Young’s modulus) were investigated using UO 2 micro-beam FE models, where pore 

clusters were included and placed at different locations along the length of the beam. Results indicated 

that the presence of pore clusters near the substrate, i.e., the clamp of the micro-cantilever beam, has 

the strongest effect on the load-deflection behavior, with the porosity leading to a reduction of stiffness 

that is the largest for any location of the pore clusters. Furthermore, it was also found that pore clusters 

located towards the middle of the span and close to the end of the beam have a comparatively small 

effect on the load-deflection behavior. Therefore, it is concluded that accurate estimates of Young’s mod- 

ulus can be obtained from micro-cantilever experiments after accounting for porosity on the one third of 

the beam length close to the clamp. This, in turn, provides an avenue to improve microscale experiments 

and their analysis in porous, anisotropic elastic materials. 

© 2021 Elsevier B.V. All rights reserved. 
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. Introduction 

Understanding the thermo-mechanical behavior of oxide fu- 

ls is extremely important to comprehend and predict the over- 

ll fuel performance. Careful experimental measurements of me- 

hanical properties are key for the validation of robust fuel perfor- 

ance codes, which are able to predict material behavior [ 1 , 2 ]. In

O 2 , the local (microscale) thermo-mechanical response depends 

trongly on the crystal orientation of individual grains and the 

resence of pores or pore clusters, both of which impact the ef- 

ective properties of the bulk material. The porosity in the nuclear 

uel is important as it can affect mechanical properties such as 
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oung’s modulus [ 3 , 4 ], strength [5] , hardness and fracture tough- 

ess [ 4 , 6 ], as well as thermal conductivity [7] of the fuel at the

acroscale, even though the pore size and spacing are commen- 

urate with the fuel’s microstructure. Therefore, careful quantifi- 

ation of the mechanical response at the sub-grain level will be 

ey to validate advanced fuel performance codes with multiscale 

redictive capabilities. Macroscale testing of single crystals would 

e ideal for measuring mechanical properties at the microscale, 

ut growing large crystals of UO 2 is difficult and costly. Therefore, 

icro-scale testing can be used to measure the elastic, plastic, and 

racture behavior of nuclear fuels within individual grains as an al- 

ernate, practical approach. Furthermore, developing a framework 

o perform such tests would enable similar tests after irradiation 

f UO 2 and other highly activated materials in the future [8-12] . 

icro-scale mechanical testing is a growing field for the study of 

he mechanical properties of nuclear fuels and needs to be devel- 

https://doi.org/10.1016/j.jnucmat.2021.153210
http://www.ScienceDirect.com
http://www.elsevier.com/locate/jnucmat
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Fig. 1. Image showing a typical microcantilever beam in the test. 
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ped on fresh fuels [13-19] prior to their more widespread use on 

rradiated ones [20-23] . 

Porosity is found to play an important role in the performance 

f oxide nuclear fuels and has a significant impact on the mechan- 

cal properties of UO 2 [ 24 , 25 ]. Hence, it is crucial to take it into ac-

ount when conducting experiments and modeling simulations to 

xplore its thermomechanical behavior. Furthermore, since the size 

nd distribution of the pores are of a similar length scale as the ge-

metry of the testing specimens, there may be more variability in 

he results from micro-scale testing as compared to the bulk test- 

ng. Thus, understanding the role of pores in the micro-cantilever 

esting is critical and essential. When the sample is smaller than 

he representative volume element (RVE), elastic moduli can dif- 

er significantly from average values [ 26 , 27 ], which must be taken

nto account for the correct interpretation of experimental results. 

n addition, the elastic anisotropy in UO 2 can affect the results, es- 

ecially at grain sizes that are commensurate with sample dimen- 

ions. This leads us to explore the effects of grain orientation in 

his study. 

In the present work, the aim is to study the relationships 

mong pore and grain orientation distributions along the length of 

O 2 microcantilever beams and their effects on the load-deflection 

ehavior of the microcantilever beams. Then, the value of Young’s 

odulus extracted from these experiments is used to deduce ex- 

erimental and data analysis procedures to measure values of me- 

hanical properties in UO 2 at the sub-grain scale. 

. Experimental methods 

A UO 2 sample with an average grain size of around 8–10 μm 

nd a porosity of 5% was used in this work. The sample was pro-

ided by Los Alamos National Laboratory (LANL). The green pellet 

as compacted at 160 MPa and sintered at 1680 °C using a heat- 

ng rate of 20 °C/min with no dwell time. The environment was 

ltra-high purity Argon with an O 2 trap. This pellet was then heat 

reated at Arizona State University at 1200 °C in an environment 

ith a partial oxygen pressure of 7 × 10 −7 atmospheres. The heat 

reatment was 5 h long, and the sample was kept in the furnace 

or another 2.5 h at 1200 °C under Argon + 4% hydrogen atmo- 

phere to reduce to an oxygen to metal ratio (O/M) of ~ 2. Samples 

ere polished using 9, 6, 3, and 1 μm diamond paste and finished 

ith 0.05 μm colloidal silica. 

A FEI Quanta dual beam (SEM/FIB) system was used to manu- 

acture the microcantilevers. The microcantilever geometry chosen 

or this study is the one proposed by Di Maio and Roberts [28] .

his geometry is more difficult to fabricate and analyze but has the 

dvantage that it can be manufactured anywhere on the sample. 

his allows for the potential to place the cantilever in a specific 

rientation or locating grains large enough to contain the entire 

icrocantilever. 

A typical manufacturing procedure included the following 

teps: First of all, three trenches were cut 20–30 μm wide and 

0 μm deep with a 7–15 nA at 30 keV Ga ion beam current on

hree sides to shape the microcantilever. These trenches formed a 

-shaped trench cut that defined the rough geometry of the beam. 

econdly, the geometry was refined using a 1–3 nA at 30 keV beam 

urrent. The samples were then tilted to 45 ° along the length axis 

o shape the beam, and the base of the cantilever was undercut 

rom both sides using a 1–3 nA beam current. Next, the undercut 

t the 45 ° angle produced the additional triangle on the bottom 

f the cantilever. After the undercutting and cleanup of the micro- 

antilever, the sides of the beam were cut to produce a shape as 

ymmetric as possible. The dimension of the beams manufactured 

as between 20–30 μm long, 3–6 μm wide, and 2–5 μm in height. 

he shape and geometry of a representative microcantilever beam 

re shown in Fig. 1 . 
2 
Load-deflection curves for these microcantilever beams were 

btained using both an ex-situ MicroMaterials Platform 3 inden- 

er and an in-situ Hysitron PI-85 system. Four of the microcan- 

ilevers were tested with the MicroMaterials indenter, while one 

icrocantilever was tested in-situ utilizing the Hysitron PI-85 sys- 

em. The microcantilevers tested in the MicroMaterials system 

ere loaded in the displacement-control mode at a constant dis- 

lacement rate of 10 nm/s until fracture using a dull diamond 

erkovich tip. The microcantilever beam tested in-situ was loaded 

t a rate of 10 nm/s with a flat punch tip but not loaded until frac-

ure and sectioned for 3D electron backscatter diffraction (EBSD) 

icrostructural analysis. A representative load-displacement curve 

as shown in Fig. 2 a, along with the nanoindenter and the micro- 

antilever tested in-situ shown in Fig. 2 b. 

Results were collected from several beams, and the slope of 

he curves was obtained from their linear portions using the least- 

quares method. This slope was, in turn, used to estimate the value 

f Young’s modulus from a simple beam theory analysis, i.e., where 

 is the load, E is Young’s modulus, I is the moment of inertia, L is

he distance between the point of application of the load and the 

ubstrate, and δ is the deflection (see Eq. (1) ). This approach has 

een used successfully to evaluate the anisotropy of elastic con- 

tants in metallic materials [ 29 , 30 ] and the Young’s modulus for a

ariety of other materials [ 16 , 29 , 31-36 ]. 

P /dδ = 

3 EI 

L 3 
(1) 

For the ex-situ testing using the MicroMaterials indenter, a 

canning feature that allows the topographical mapping of the 

ample surface with a small load (~2 μN) was utilized. A micro- 

antilever beam would be located with the attached optical mi- 

roscope, and then a scan would be performed over the microcan- 

ilever. An image of one of these scans can be seen in Fig. 2 . As the

 and z locations are recorded for each point, it enables using the 

istance between two points to calculate the lengths needed for 

q. (1) . This allowed for the accurate measurement of the distance 

etween the potential fracture surface and the loading location ( L ) 

or Eq. (1) . In the in-situ case, the distance between the loading 

ocation and the potential fracture surface could be measured di- 

ectly from the image. 

Elastic anisotropy in UO 2 makes EBSD necessary to identify the 

rientation of the grains in the microcantilevers. The EBSD was 

erformed with an Oxford EBSD detector and analyzed with the 

hannel 5 software Tango. The EBSD was performed with 30 keV 

lectrons and a step size of 100 nm. Since EBSD is essentially a 
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Fig. 2. (a) A typical load-displacement curve from an in-situ SEM test of a microcantilever, (b) A SEM image of the microcantilever beam prior to testing. This cantilever 

was not loaded to fracture, (c) A representative load-displacement curve from an ex-situ test where the microcantilever was fractured. The plot is the raw data from the 

MicroMaterials nanoindentation system that would not account for potential penetration of the Berkovich tip into the microcantilever, and (d) Scans of the microcantilever 

before and after testing obtained using the scanning feature of the MicroMaterials indenter. 
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4

B

urface technique, it is necessary to section the microcantilever 

eam to generate a 3D model of the beam with a detailed inner 

icrostructure. The sectioning of the microcantilever beam with 

BSD at each step allows for inspecting and analyzing the geome- 

ry and location of grains and the pores throughout the beam. In 

rder to achieve this, a microcantilever beam was loaded in-situ 

n the SEM with the Hysitron PI-85 system and a 5 μm diamond 

at punch but not taken to fracture. The FIB was then used to sec- 

ion the microcantilever, and EBSD was performed on each section 

tep. The loading curve and the microcantilever during testing can 

e seen in Fig. 2 a and b. The microcantilever beam was sectioned 

o allow for investigating the internal microstructure. The thickness 

f each layer obtained from the serial sectioning was respectively 

.71 μm, 1.34 μm, 0.76 μm, 0.52 μm, 0.58 μm, and 1.17 μm. The 

BSD was also performed with an Oxford system attached SEM/FIB 

ystem at 30 keV with a step size of 50 nm. The microcantilevers 

hat were tested ex-situ in the micromaterials indenter only had 

heir top surface analyzed with EBSD. 

. Modeling approach 

The modeling work was conducted mainly with the finite el- 

ment (FE) analysis package Abaqus TM and the data visualization 

oftware Avizo TM . All FE models were created in Abaqus TM using 

he sample dimensions as measured using SEM. Materials with 

pecific mechanical properties, such as Young’s modulus and Pois- 

on’s ratio (0.32), were also created and assigned to each model. 

eshes were generated either in Abaqus TM for simple models or 

n HyperMesh 

TM for more complicated models. The load is applied 

ither as a point load or as pressure on several elements in the 

iddle of the width, with the distance between the center of the 

egion of these elements to the substrate equals to that of the ex- 

eriment. The pressure was calculated as the ratio of the load to 

he area of the region. The substrate of the beams was modeled as 

 rectangular parallelepiped with dimensions larger than the cross- 
3 
ection of the beam and was constrained with zero displacements 

n all surfaces except at the top. Models of a non-porous beam 

ith different substrate sizes were run, and the final dimensions 

hosen for the substrate were such that the boundary conditions 

n it did not perturb the stress fields significantly at the location 

here the beam attaches. The results in [8] also show that for as- 

ect ratios, length to width (L/w), larger than 6 the substrate does 

ot play a significant role, so the models in this work use L/w ~ 7 

or this reason. An example of a model of the microcantilever can 

e seen in Fig. 3 . 

For the 3D reconstruction, images of the cross-section along the 

eight of the beam were collected using FIB and EBSD with the 

D serial sectioning techniques described above. The beam was 

liced and scanned about every 1 μm, and raw images were ob- 

ained. These images were pre-processed first and then imported 

nto Avizo. The pre-processing includes splitting, cropping, and im- 

ge size adjusting to make sure the size of the images is the same 

nd they can be aligned and imported to Avizo. The importing pro- 

ess involves using the Avizo stacked slices tool since the thickness 

f each layer was not identical. In Avizo, each EBSD image was re- 

arded as a slice view for the whole beam and was segmented and 

abeled with various colors representing different grains, based on 

he grain boundaries that were shown in the EBSD images. Subse- 

uently, the linear interpolating tool in Avizo was used to generate 

he intermediate structures between any two slices, which helps to 

ake the boundary between different grains or pores as smooth as 

ossible. The interpolated structure was used to render a 3D vol- 

me view of the whole beam. In this way, the 3D representation of 

he microcantilever beam can be constructed, maintaining all the 

ores and grains visible in the microstructure. 

. Results and discussion 

Results from several microcantilevers are shown in Table 1 . 

eams 1–4 were tested ex-situ in the MicroMaterials system, while 
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Fig. 3. (a) A visual representation of the model of a non-porous microcantilever, and (b) A schematic of the microcantilever showing its dimensions. 

Table 1 

Geometry and Young’s moduli estimated from five micro-bending tests. 

Sample # Tool Total length (μm) Loading length (μm) Width w (μm) Height b (μm) Total height H (μm) L/w L/H Slope (μN/nm) E (GPa) Fracture load (mN) 

Beam 1 MM 21.2 18.90 4.33 2.38 5.13 4.89 4.13 1120 141 1.09 

Beam 2 MM 20.4 17.71 3.42 3.50 6.06 5.97 3.37 1680 123 1.37 

Beam 3 MM 19.9 16.38 4.30 2.25 5.33 4.63 3.74 1538 93 1.17 

Beam 4 MM 20.8 17.00 3.64 2.74 5.54 5.71 3.75 2025 198 1.19 

Beam 5 Hysitron 28.5 27.04 3.99 5.27 7.48 7.15 3.81 1915 147 n/a 

Fig. 4. Orientation map (top view) of different grains in the beam. The color of the 

grains corresponds to their crystallographic orientation perpendicular to the image 

as per the standard triangle legend. 
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Fig. 5. Schematic graph showing the assumed ‘bamboo structure’ for polycrystalline 

beams. Included in the figure is a schematic for L i and L i-1 for grain 2 in the “bam- 

boo structure” cantilever. 
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eam 5 was tested in-situ and sectioned for the purpose of 3D mi- 

rostructure reconstruction. 

The table above shows that the elastic modulus varied between 

3 and 198 GPa and can differ significantly from that of the poly- 

rystalline and fully-dense UO 2 , which is approximately 219.6 GPa 

 37 , 38 ]. Two potential explanations were considered. The first was 

he elastic anisotropy of the UO 2 . It was found using methods 

escribed in [39] that the maximum value of equivalent Young’s 

odulus is 334 GPa along 〈 100 〉 directions and the minimum is 

64 GPa along the 〈 111 〉 directions, i.e., it can vary by about a fac-

or of 2. Second, the porosity inside the cantilever can contribute 

o a reduction of the Young’s modulus. In order to address the 

nisotropy of UO 2 , EBSD measurements of the cantilevers were 

ade, as shown in Fig. 4 , which were then used in the subsequent

odeling to extract more accurate elastic properties. 

.1. Effect of elastic anisotropy in grains 

Since the grain size in this sample was still not large enough 

o allow microcantilever beams to be manufactured into a single 

rain, they had to be fabricated encompassing several grains in- 

tead. The elastic anisotropy in UO 2 implies that the properties 

f the aggregate can differ from the single-grain property. In this 

ase, effective Young’s moduli were used for each grain rather than 

 full anisotropic calculation. This is based on the work of Arm- 

trong et al. [8] , who showed that the equivalent Young’s modulus 

long the axis of microbeams made in single crystals was enough 

o understand their elastic behavior. The authors showed this for 

opper, which has a higher elastic anisotropy than UO 2 . The use of 

ffective Young’s moduli for this study is based on this premise. A 

alculation of an effective Young’s modulus using a simple model 

s shown in Fig. 5 . For beams having the bamboo structure shown 

n Fig. 5 , it is possible to find an analytical relationship between 

he Young’s modulus of each grain, the length of it, and the dis- 

ance between each grain and the end of the beam. The result- 
4 
ng expression is shown in Eq. (2) . It was obtained using analysis 

rom the classical beam theory, i.e., the Euler-Bernoulli approxima- 

ion, where Ē is the equivalent Young’s modulus, L i is the length 

rom the end of the beam to the beginning of the grain, L i −1 is the

ength from the end of the beam to the end of the grain, L is the

otal length of the beam, and E i is the Young’s modulus of each 

ingle grain. 

 = 

( 

n ∑ 

i =1 

(
L i 
L 

)3 −
(

L i −1 

L 

)3 

E i 

) −1 

(2) 

The first simple case assumes that the beam consists of 2 differ- 

nt grains, with Young’s moduli of 164 GPa and 334 GPa, respec- 

ively. If these 2 grains have the same length and the grain with 

arger Young’s modulus is close to the substrate, then the effec- 

ive Young’s modulus for the beam would be about 296 GPa, which 

s just 11% lower than the grain close to the substrate, instead of 

0% as one might have first expected. On the other hand, if the 

oung’s modulus of the grain close to the substrate is 164 GPa and 

he other one is 334 GPa, then the effective Young’s modulus is 

175 GPa, which is just 7% above 164 GPa. These results show that 

he value of Young’s modulus for the beam is strongly dominated 

y the Young’s modulus of the grain close to the substrate. This, 

f course, is not surprising since this is the location of the highest 

tress. Plots of effective Young’s modulus versus the length fraction 

 (the ratio of the length of the grain close to the free end to the

hole length of the beam) can be obtained from Eq. (2) for these 

wo cases, as shown in Fig. 6 . It can be concluded that the value of

ffective Young’s modulus obtained from bending is dominated by 

he behavior of about one-half of the beam close to the substrate. 
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Fig. 6. Plots of effective Young’s modulus versus the length fraction r when the beam has 2 grains with different Young’s moduli. (a) When the grain with higher Young’s 

modulus (334 GPa) is close to the substrate. (b) When the grain with lower Young’s modulus (164 GPa) is close to the substrate. 
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imitations of this approach are the fact that grains actually have 

o be arranged in a bamboo structure, and secondly, this method 

an only account for grains that can be detected by EBSD. In addi- 

ion, anisotropy can only account for part of the reduction in the 

easured Young’s modulus; therefore, the porosity must play an 

mportant part as well. This is discussed in the next section. 

.2. Effects of the location of pores 

To better understand the importance of the location of the 

ores, four FE models of microcantilever beams were created us- 

ng Avizo, based on the geometry of beam 5. The model was di- 

ided into three parts with equal lengths, and cavities were then 

laced into these three parts respectively to mimic the pores. The 

rst model has no pores, the results of which are used as the refer-

nce. The second model has pores concentrated in the first section 

earest to the substrate, while the third model has pores located 

n the middle part of the beam, followed by the fourth model that 

as pores at the end of the beam. Pores were arranged in the same

attern among all of the models to simplify comparisons and to 

imic the presence of pore clusters, which can be found in ac- 

ual fuel microstructures and might increase variability in the re- 

ponse due to the interaction of individual pores within the cluster 

ecause of their close proximity. The overall porosity was kept at 

.5% in all three cases. A point load was applied on the top surface 

t approximately 22.9 μm from the clamp, following experimental 

alues. The substrate of the beams was modeled as a rectangu- 

ar parallelepiped with dimensions slightly larger than the cross- 

ection of the beam and constrained with zero displacements on 

ll surfaces except at the top. The arrangement of the pores for all 

ases is shown in Fig. 7 . 

All models were subjected to loads of 50, 100, 150, and 200 

N. The deflections were measured at the bottom of the beam 

t the same distance from the clamp where the load is applied. 

his reduces errors due to spurious displacements produced by 

ndentation-like behavior at the point of application of the load. 

 Young’s modulus of 219 GPa was used for the UO 2 matrix in 

ll cases so that the effects of porosity could be studied indepen- 

ently from the effects of elastic anisotropy. The results are shown 

n Table 2 . 

As expected, the position of pore clusters along the length of 

he beam plays an important role in the value of Young’s modu- 

us from the microcantilever experiment, even with the same pore 

raction. The largest effect occurs when the pore cluster is close to 
5 
he substrate, where a reduction of 4.6% on E was obtained com- 

aring to the case with no pores. 

In addition to the position of pores along the length of the 

eam, their position along the height of the cross-section is also 

ikely to play an important role. The classical beam theory clearly 

ndicates that this position will have a strong effect on the mo- 

ent of inertia and, through it, on the apparent stiffness of the 

eam. Rather than performing new FE simulations, beam theory 

as used to explore this effect by placing a single spherical pore at 

articular locations along the length of the beam and at different 

eights on the cross-section. Then, the deflection of the beam was 

alculated at the point of application of the load, accounting for 

he variable inertia on the section of the beam where the spherical 

ore was located. Once the deflection was calculated, Eq. (1) was 

sed to obtain the apparent Young’s modulus assuming that the 

nertia was equal to that of the solid cross-section. The pore was 

laced at distances of L/6, L/2, and 5 L/6 from the clamped end, 

nd values of Young’s modulus were obtained for three positions 

long the height (bottom, middle and top). The resulting change in 

oung’s modulus, normalized by the change expected from the rule 

f mixtures for the pore volume fraction considered, are shown in 

ig. 8 , which includes an inset showing the different position of 

he pore on the cross-section used in the calculation. 

The results clearly show that the more significant effect can be 

ound for the case when the pore is close to the clamped end and 

ocated at the bottom or at the top of the cross-section. These re- 

ults are in general agreement with the other findings reported 

bove, i.e., that large effects on the deduced value of Young’s mod- 

lus from the beam deflection can be expected when porosity is 

lose to the substrate. Results also indicate a non-linear relation- 

hip between the position of the pore and the deduced Young’s 

odulus, with the effect decreasing sharply with distance from 

he substrate and for positions close to the centroid of the cross- 

ection. It is noteworthy that the size of the pore chosen (a di- 

meter of one-third of the height of the rectangular part of the 

ross-section, i.e., dimension b in Table 1 ) results in a void fraction 

f 0.4% for the whole beam, so the position of the pore can lead 

o effects up to 7 times larger than the rule of mixtures, which 

ighlights the importance of the effects of heterogeneity in poros- 

ty when the pore size is commensurate with the dimensions of 

he beam. 

In order to produce a more realistic model of the porosity 

f a microcantilever, the images of the cross-section along the 

eight of beam 5 ( Fig. 9 ) were collected with 3D serial section- 

ng techniques using FIB and EBSD as described earlier. These im- 
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Fig. 7. Models with pores concentrated at different parts of the beam. (a) Solid beam with no pores (model 1). (b) Beam with pores close to the substrate (model 2). (c) 

Beam with pores in the middle part (model 3). (d) Beam with pores close to the free end (model 4). 

Table 2 

Load-displacement data obtained in Abaqus TM for models with pore clusters located from substrate to the middle and to the end of the beam, the unit 

for displacement is μm and for slope is μN/μm. 

Model No. 50 μN 100 μN 150 μN 200 μN Slope E (GPa) % difference 

1 1.89E-02 3.78E-02 5.68E-02 7.57E-02 2640 219 

2 1.99E-02 3.97E-02 5.96E-02 7.94E-02 2520 209 4.6% 

3 1.95E-02 3.90E-02 5.85E-02 7.80E-02 2570 213 2.7% 

4 1.94E-02 3.89E-02 5.83E-02 7.78E-02 2570 213 2.7% 

Fig. 8. Normalized change in apparent Young’s modulus as a result of the presence 

of a single pore as a function of its position in the beam. 
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Y

ges were pre-processed first and then imported into the Avizo for 

icrostructural reconstruction. Images were then segmented and 

abeled ( Fig. 9 a) based on the grain boundaries that could be seen

n the images. Then a tetrahedral grid is generated based on the 

urface mesh. This set contains four models, which can be seen in 

ig. 10 . One of the models is fully solid, and the other three contain

ores with the same volume fraction. 

The only difference among the three models with porosity is 

hat a large pore was located at different places within the beam. 
6 
his pore can be observed from the first slice of the EBSD im- 

ges in Fig. 9 a, which is located close to the grain boundary of 

wo grains. The pore has an irregular shape, with an estimated 

olume of 3 μm 

3 and at its widest point it can span approxi- 

ately half of the width of the beam (“w” in Fig. 3 b). Model 1

as about 880,900 elements, whereas models 2 through 4 have 

pproximately 730,0 0 0 elements. Model 2 has a large pore at the 

ubstrate, whereas models 3 and 4 are meant to evaluate the ef- 

ects of having a large pore in other locations in the microcan- 

ilever. A convergence study was conducted, given that the tetrahe- 

ral elements used are stiffer than hexahedral elements, and solid 

lements, in general, can lead to difficulties capturing bending 

hen using coarse meshes. The finished reconstruction is shown 

n Fig. 9 b, and the volume of pores is estimated to be 2.5%, which

s just half of the expected porosity for the samples used in this 

tudy. The discrepancy might be related to the fact that the num- 

er of layers obtained from slicing was too low to resolve all the 

ores present; hence, many pores were neglected during the pro- 

ess, and that the small size of the beams is likely leading to vari- 

tions in the local volume fraction, particularly given the fact that 

icro-beams are often machined in regions with low observable 

orosity, in an effort to reduce the effects of this variable. Fig. 9 c

hows a cross-section view of the reconstructed model, where the 

nternal microstructures (including the pores and various grains) 

f the model can be clearly observed. The beams were subjected 

o loads of 50, 100, 150, and 200 μN, and deflections were again 

easured at the bottom of the beam at the same distance from 

he clamp where the load is applied. A Young’s modulus of 219 GPa 

as used for the UO 2 matrix in all cases to separate the effect of 

orosity from elastic anisotropy. Results are shown in Table 3 . 

From Table 3 , it can be seen that although a constant void 

raction was kept, the presence of pores along the length of the 

eam plays an important role in determining the value of apparent 

oung’s modulus deduced from beam deflection. The reduction in 
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Fig. 9. (a) Raw images collected using FIB at UCB. (b) Reconstructed 3D model with Avizo using EBSD images. (c) Cross-section view of the reconstructed model showing 

the internal microstructure of the beam. 

Fig. 10. Models with pores located at different parts of the beam with the largest pore in the microcantilever highlighted with the yellow circle. (a) Solid beam with no 

pores (model 1). (b) Beam with the big pore close to the substrate (model 2), which is most representative of the beam used. (c) Beam with the big pore in the middle part 

(model 3). (d) Beam with the big pore close to the free end (model 4). 

Table 3 

Deflections (in μm) from beam models with different pore cluster locations. 

Model No. 

Beam deflection at specific loads Beam 

Displacement measured at loading location, 

[μm] Slope [μN/μm] E (GPa) 

50 μN 100 μN 150 μN 200 μN 

1 1.89E-02 3.78E-02 5.68E-02 7.57E-02 2640 219 

2 2.02E-02 4.03E-02 6.04E-02 8.05E-02 2488 207 

3 2.07E-02 4.15E-02 6.22E-02 8.29E-02 2410 200 

4 2.02E-02 4.04E-02 6.06E-02 8.08E-02 2470 205 
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t

oung’s modulus ranges from 8.7% for model 3 to 5.4% for model 2. 

iven the results presented in Table 2 and Fig. 8 , a larger decrease

or the large pore located at the substrate was expected. This is 

ikely a result of the fact that the pore is essentially embedded in 

he substrate, which is stiffer than the beam, so the reduction in 

tiffness in the substrate itself is not enough to make a larger dif- 

erence, particularly given that the large pore is also closer to the 

iddle of the cross-section (see Fig. 8 ). However, the effect can be 

arger when the pore is in the beam itself, as suggested by the re-

ults in Fig. 8 . Additional information is needed to confirm this in- 

erpretation and also to shed light into why the larger decrease is 

or the case when the pore is located at the middle of the length.

ence, the distribution of normal stresses parallel to the axis of 

he beam was obtained for all 4 models, and results are shown in 

ig. 11 . 
7 
The results in Fig. 11 indicate that the presence of the larger 

ores at the substrate and at the end of the beam does not perturb 

he local stress fields significantly as compared to the case where 

he beam has no pores. However, the other large pores present 

n models 2 and 4 can and do change the local stress fields, par- 

icularly when they are close to either the top or the bottom of 

he cross-section. This is consistent with the similarity in the val- 

es of apparent Young’s modulus for these models. The reduction 

n Young’s modulus for those two cases is likely to stem mostly 

rom the presence of the other pores, particularly given that the 

arge pores are located at the middle of the cross-section. Regard- 

ng the model with the pore at the middle of the length (model 

), which has a larger reduction than the other two models, the 

ffect is most likely associated with the fact that the pore orienta- 

ion was different, leading to a defect with larger effective dimen- 
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Fig. 11. Normal stresses along the axis of the beam. (a) Beam with no pores (model 1 in Table 3 ). (b) Beam with pores and a large pore in the substrate (model 2 in Table 3 ). 

(c) Beam with pores and a large pore in the middle of the length (model 3 in Table 3 ). (d) Beam with pores and a large pore towards the end of the length (model 4 in 

Table 3 ). The legend and coordinate axes on the right apply to all figures. 

Fig. 12. von Mises stress on a cross-section perpendicular to the axis of the beam for (a) The model with a large pore in the middle of the length (model 3 in Table 3 ) at a 

location showing the largest dimension of the large pore. (b) The same location as in (a) but for the beam with no pores (model 1 in Table 3 ). The legend and coordinate 

axes on the right apply to both (a) and (b). 
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ions in both cross-section area and length in terms of its effects 

n the moment of inertia. The contour plot in Fig. 11 c does not

how the effect it has on the stresses very well, so von Mises stress 

ontours are shown in Fig. 12 for a cross-section perpendicular to 

he axis of the beam that crosses the void at its largest dimen- 

ion and at the same location for the non-porous beam, to facili- 

ate the visualization of the effect of this void on the local stress 

elds. 

The void used in model 3 is large enough to affect the lo- 

al stress distribution throughout the cross-section, as shown in 

ig. 12 a, and its comparison with Fig. 12 b. This effect is not visi-

le in Fig. 11 c. Note that the pore spans about half the width of
8 
he cross-section and has a meaningful height compared to that of 

he beam. Stresses are larger on the cross-section due to the pres- 

nce of the void as compared to the solid cross-section, leading to 

igher strains and a larger contribution to the overall deflection at 

he point of application of the load. In addition, this pore also has 

 longer dimension along the axis of the beam than for the other 

wo models with pores, increasing the fraction of the beam that 

as a lower stiffness, leading to a higher overall compliance and 

ence a lower apparent Young’s modulus. The effect in all cases is 

ikely lower than what it could have been if these large pores had 

een located at either the top or the bottom of the cross-section, 

s shown in Fig. 8 . 
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In taking these idealized results of the effect of the elastic 

nisotropy and the effect of porosity, microcantilever 5 can be fully 

nalyzed, and the experimental results can be compared with the 

odeling values. This comparison would be difficult for microcan- 

ilevers 1–4 as they were lost during testing, so the internal poros- 

ty of the microcantilever was not known. In microcantilever 5 the 

rains at the substrate have the following orientations and Euler 

ngles. The top grain (pink grain in Fig. 9 b) is [ ̄1 5̄ 4 ] with Euler

ngles of 60.3, 45, 56.2 °. The bottom grain (yellow grain Fig. 9 b) is

2 5 4̄ ] with Euler angles of 261, 38.5, 34.6 °. These values indicate

hat the top grain would have a Young’s modulus of 182 GPa, while 

he bottom grain would have a Young’s modulus of 176 GPa. These 

alues are much higher than the experimentally measured value 

f 147 GPa shown in Table 1 . If porosity calculations and results 

rom Table 3 are applied to this theoretical calculation, it would be 

xpected that the Young’s modulus would decrease an average of 

7%. The effect of the porosity would take the 182 GPa value for 

he top grain to 169 GPa and the 176 GPa value for the bottom 

rain to 163 GPa, which are still larger than the measured value of 

47 GPa. However, the porosity was likely underestimated by the 

oarse serial sectioning used here. Hence, assuming that the pore 

raction is closer to the overall 5% measured for the UO 2 sample 

sed and that the effect of the additional porosity leads to a linear 

ncrease in its effect on Young’s modulus, then Young’s moduli of 

he grains close to the clamp would decrease to 156 and 151 GPa, 

 maximum difference of 6% with the experimentally measured 

alue of 147 GPa. Note that assuming a linear effect in this case 

s conservative, since results in Fig. 8 and the model presented in 

37] indicate that non-linear effects are more likely, suggesting that 

he agreement could be even better. 

The results suggest that creating FE models to account for the 

ctual geometry and location of pores in the region close to the 

lamp, to about one half of the length of the beam, can lead 

o more accurate estimations of the actual Young’s modulus of 

he matrix, through tuning the value E used in the simulations 

nd matching the slope of the simulated load-deflection curves to 

hose obtained experimentally. This, however, requires performing 

erial sectioning with a resolution high enough to resolve all sig- 

ificant pores. It also requires not taking the microcantilevers to 

racture to enable the ability to cross section the microcantilever 

nd evaluate its internal porosity distribution. This approach would 

reclude the measurement of the fracture stress of the microcan- 

ilevers, especially in brittle ceramics, where the recovery of the 

icrocantilever after fracture is nearly impossible. 

This work also indicates that using microcantilever testing on 

orous ceramic materials to measure the Young’s modulus accu- 

ately will be difficult. However, the advent of plasma FIBs and 

aser systems that allow a large structure to be milled could im- 

rove the use of these techniques on porous ceramics. Plasma FIB 

ould allow for the milling of structures an order of magnitude 

dozens of microns in width and height) [40] larger than the Ga- 

IB based structures used in this study. While femto-second laser 

ystems would allow even larger structures, approaching two or- 

ers of magnitude larger (100 hs of microns in width and height), 

hich could allow for the average values of the material to be 

easured [ 41 , 42 ]. Having this large structure would make it possi-

le for multiple grains to be in the cross section and reduce the ef- 

ect of porosity. However, a disadvantage of using the larger speci- 

en would be when subgrain properties are being sought, as was 

he initial motivation for this study. 

onclusion 

The results and analysis indicate that the presence of pore close 

o the substrate will lead to significant reductions in Young’s mod- 

lus estimation from load-deflection curves made in microcan- 
9 
ilever beams, where pore size and spacing are of the order of 

he beam dimensions. These effects are lar gest for pores close to 

he clamp due to the larger stresses and strains at those locations. 

hese effects lead to reductions much larger than what can be 

redicted from models that homogenize the effects of porosity on 

lastic properties, e.g., rule of mixtures. The effects decrease sig- 

ificantly as pore clusters are moved away from the clamp for a 

onstant overall pore volume fraction. The results provide insight 

nto steps needed to estimate Young’s modulus at small length 

cales in porous materials using microcantilever beam tests and 

ndicate that accounting explicitly for pore geometry and location 

n FE models is likely necessary to obtain good estimates, but this 

oes not need to be done for the whole length of the beam. It 

an be seen here with the in-situ loaded beam that if one ac- 

ounts for the porosity in the beam and the elastic anisotropy on 

he Young’s modulus, the modeling and experimental values result 

n the right trend. In addition, the individual Young’s modulus of 

he grains near the substrate needs to be accounted for as it also 

ffects the measured Young’s modulus of the microcantilever. Due 

o the internal porosity of the beam, it could be difficult to evalu- 

te this prior to the testing. Besides, during the ex-situ studies, the 

icrocantilever might be lost after fracture before the cross sec- 

ioning can be performed. However, if the elastic modulus of the 

orous ceramic material is sought, such as for spent fuel, a simi- 

ar approach to the one taken here with the 3D EBSD can be used, 

rovided the serial sectioning is performed at a good enough res- 

lution to resolve the pores well. This would be a time-consuming 

rocess but would allow for detailed microstructure and mechan- 

cal property information to be extracted from the material. In or- 

er to improve the results, samples with mm size grains or in sin- 

le crystal form could be used to greatly reduce the porosity in the 

ample and, therefore, the microcantilever. In addition, this would 

rovide the opportunity to manufacture multiple microcantilevers 

n the same orientation, allowing the reproducibility of the results 

o be examined. 
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